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Time-Domain Wideband Adaptive Beamforming
for Radar Breast Imaging

Dallan Byrne and Ian J. Craddock

Abstract—A novel wideband microwave radar imaging method
is presented to detect regions of significant dielectric contrast
within the breast. Clutter reduction is paramount to any radar
imaging algorithm, especially with clinical patient data where the
tissue composition of the breast is inhomogeneous. Time-domain
data-adaptive imaging methods have been previously applied in a
narrowband manner for microwave radar breast imaging when
the received signal spectral content was wideband. In this study,
a wideband time-domain adaptive imaging approach is presented
to perform data-adaptive focusing across the spectrum to reduce
clutter. An equalization filter is adapted to compensate for the
propagation distortion through tissue using a calculated estimate
of the average dielectric properties of the breast. The effective-
ness of the proposed wideband adaptive imaging approach is
evaluated in conjunction with the delay-and-sum (DAS) method
using numerical, experimental, and clinical data. Target scatterers
are clearly detected while clutter levels are reduced significantly,
between 4 and 6 dB, when compared to the DAS technique.

Index Terms—Beamforming, biomedical radar imaging,
microwave imaging, ultra-wideband.

I. INTRODUCTION

I N recent years, there have been several applications of
microwave imaging toward the breast screening problem.

An informative overview can be found in [1] and [2]. A
microwave imaging system illuminates the breast with a wide-
band pulse. Scatterings occur within the breast due to the elec-
tromagnetic reflections generated at tissue boundaries where
there is a significant contrast in permittivity and conductiv-
ity. Spatial information that details internal tissue structure is
retrieved through recorded scatterings via an array of receivers.
Within the microwave imaging domain, there are two main
techniques that exploit this scattering effect; tomographic and
radar imaging. While tomography attempts to quantitatively
reconstruct the dielectric profile of the breast via the inverse
solution [3], [4], radar imaging offers a qualitative represen-
tation of the electromagnetic scatterings which occur between
dielectrically varying tissues [5]–[7].

In a typical radar application, an antenna array collects spa-
tial samples of propagating wave fields which are processed by
a receive beamformer, which spatially filters the data to iden-
tify the signal from a desired direction and mitigate unwanted
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noise and interference [8]. In the context of radar breast imag-
ing, the desired signal is the constituent of the scattered field
originating from the point in space represented by a particu-
lar focal point. Documented receive beamforming methods, in
a breast imaging context, involve time-shifting, weighting, and
summing the backscattered signals from the breast to determine
the spatial location of any dielectric scatterer present. These
methods produce an output radar energy profile of the breast,
aiming to maximize the ratio between scatterings from suspi-
cious regions and clutter. Clutter in this sense may represent
reflections from low-contrast tissue boundaries and multipath
propagation through the breast.

Within the literature, radar image formation techniques can
be decomposed into two beamforming categories based on the
mode of weight calculation; data-independent (DI) and data-
adaptive (DA) algorithms. The weights of a DI beamformer are
designed to approximate a desired response irrespective of the
received signal properties. An example is the popular delay-
and-sum (DAS) algorithm where backscattered signals are
time-shifted and summed to create a synthetic focus [9]–[11]
based on an assumed propagation path. To counter the dis-
persive effects of breast tissue, Bond et al. [12] developed
a wideband channel equalization filter with a monostatic
array configuration, labeled the microwave-imaging space–time
(MIST) beamformer. The propagation channel was approx-
imated using the attenuation and phase constant associated
with the assumed average dielectric properties of the breast.
More recently, the MIST beamformer has been modified toward
frequency-domain processing of measurement data [13] and
using a multistatic array configuration [14].

In contrast to DI algorithms, the weights of a DA beamformer
are calculated from the second-order statistics, e.g., variance, of
the received signal data to mitigate the influence of noise and
clutter [8]. The Capon beamformer, also termed the minimum
variance distortionless response (MVDR) method, calculates
beamformer weights to minimize the output power across the
array while limiting the beamformer response to allow signals
from the desired direction to pass with specified phase and gain
[8], [15]. The first application of a DA method for breast imag-
ing was outlined and evaluated using numerical simulation data
by Xie et al. [16] and, subsequently, validated with measure-
ment data by Klemm et al. [17]. However, in both studies,
the time-domain signal data were processed using a narrow-
band beamforming architecture, despite the dispersive nature
of the breast tissues which present [18]. To the best of the
author’s knowledge, there has been no documented application
of a wideband adaptive imaging algorithm with simulated or
measured data.
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Fig. 1. Block diagram of the imaging algorithm.

In this paper, a wideband time-domain adaptive imaging
method, outlined in Fig. 1, is proposed to improve the breast
imaging capability of a microwave radar system. The proposed
wideband imaging method consists of banks of equalization fil-
ters and a two-stage time-domain DA beamformer based on the
MVDR architecture.

The key contributions of this study are as follows:
1) A DA method is proposed to apply weights across the

full operational bandwidth of the system as opposed to
the narrowband implementations documented in previous
studies [16], [17].

2) Signal presteering and equalization compensation are
based on a calculated estimate of the average permittivity
of the breast, instead of an assumed a priori value.

Data preprocessing is outlined in Section II-A, and the wide-
band equalisation filters and DA beamformers are detailed in
Sections II-B and II-C, respectively. A number of validation
scenarios are detailed to highlight the versatility of the method
with differing operating bandwidths, array geometries, imaging
scenarios, and noise levels. Numerical MRI-derived phantom
results are outlined in Section III. Section IV describes a num-
ber of experimental phantoms and the results generated using
a physical array. Patient data, taken from a clinical study, are
evaluated and presented in Section V. Concluding remarks are
given in Section VI.

II. IMAGING METHODS

A synthetic postscan wideband focusing algorithm is
described within this section and illustrated in Fig. 1, begin-
ning with data preprocessing, then providing an overview of
the equalization filter and finally describing the time-domain
DA beamformer. In a multistatic radar acquisition system with
I transmitters and J receivers, the recorded data are denoted by
xij(t) at the tth sample for the ith transmitter and jth receiving
element.

With regards to notation, x represents a column vector while
X denotes a matrix. 1N is a column vector of length N and
populated with ones, � is the elementwise product and ⊗ is the
Kronecker product operator.

A. Preprocessing

In Fig. 1, xj(t) denotes signal data pertaining to all
transmitted signals received at antenna element j. Scattering
from the skin-breast boundary and coupling between antenna
elements inhibits the detection of internal breast scatterers.
While any number of documented skin and coupling calibra-
tion algorithms can be used in conjunction with the proposed
imaging method [2], [12], the authors implement a mechani-
cal differential scanning skin calibration technique to remove
the influence of the skin; a second scan is performed with a
10◦ rotation of the antenna array and residual data are obtained
via subtraction. Undesirable skin and coupling artefacts will
be suppressed if the skin contour remains relatively consis-
tent throughout the specified rotation. The choice of rotation
angle was detailed in a previous study [17] and found, in prac-
tice, to work well for ellipsoid targets placed in homogeneous
phantoms. In reality, there is no optimal choice for the skin
calibration rotation angle as an exact parameter would require
unavailable a priori knowledge of the breast tissue density, tar-
get size, and location. However, the skin contour will rarely be
perfectly hemispherical and experience has shown that larger
rotation angles can result in inadequate skin reflection suppres-
sion. The authors acknowledge that the method is far from ideal
as the internal breast scattering can become distorted during
the process but have found the differential rotation calibration
method to be more effective than other methods in the literature
when mitigating skin reflections with multistatic measurement
data.

Antennas with broadside illumination relative to a particu-
lar focal points are given a higher priority in the reconstruction
while elements which do not adequately illuminate the focus
influence less. Signals originating or received at a particular
antenna are weighted according to the angular distance between
each focal point and antenna broadside. This is achieved using
an apodization weighting function. For a bistatic signal, the
relative angle between the focal point and the transmitter and
the angle between focal point and receiving a will dictate a
weight to determine the signal’s contribution at this focus in
the energy profile. The shape of the tapered window in Fig. 2,
consistent for all antenna elements and breast sizes, has been
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Fig. 2. Apodization weighting for any antenna with 0◦ indicating broadside.

approximated to reflect the simulated beampattern and fidelity
measurements of the measurement antenna [19].

All signals are presteered based on the estimated time delay
Tij from the transmitter location ri to the synthetic focal point
rC and on to the receiver position rj . This delay requires an a
priori estimate of the speed of propagation through breast tis-
sue, a quantity that was previously assumed to represent fatty
tissue [10]–[12], [16]. However, the breast is a dielectrically
heterogeneous entity and within this study the authors instead
employ a time-of-flight (ToF) method developed by Sarafianou
et al. [20] to calculate an estimate of the relative permittivity
εest and hence, the average speed of the propagation channel
within the breast. Permittivity values are calculated at three dis-
tinct frequencies, where the input data are band limited around
each frequency of interest. A polynomial fitting method is used
to interpolate between each permittivity value and provide an
estimate of εest across the system bandwidth. Conductivity val-
ues are matched empirically to each permittivity estimate from
the dielectric recordings in [18] and [21]. Each delayed signal
is denoted as xij(k), where k = t+ Tij and the delayed group
is denoted by xj(k).

B. Equalization

The preprocessed signal data, xj(k) in Fig. 1, are now equal-
ized by compensating for both attenuation and phase errors.
An L-tap FIR equalization filter is adapted from the data-
independent MIST beamformer [12], [22] and reproduced here
for completeness. xj are converted to stacked-tap form in order
to apply the equalized inputs to a tapped-delay line architecture

ẋj(k) =
[
xT
j1(k),x

T
j2(k), . . . ,x

T
jL(k)

]T
(1)

where xjl denotes the I × 1 array signal data after the (l − 1)
tap.

The frequency response of the FIR filter [22] for the channel
ij can be defined as

hij(rC , f) = wH
ij aij(rC , f) =

L−1∑
l=0

wH
ij (l)e

−jωΔTl (2)

where H depicts the Hermitian transpose, ΔT is the time reso-
lution, f is the frequency, and aij represents the array response
vector. We attempt to calculate ẇE , the IL× 1 tapped stacked
vector denoted by

ẇE =
[
wT

j1,w
T
j2, . . . ,w

T
jL

]T
. (3)

ȧE = [aTj1,a
T
j2, . . . ,a

T
jL]

T is the stacked tapped array response
vector for all channels and can be denoted as

ȧE(rC , f) =

⎡
⎢⎢⎢⎣

P2j(rC , f)d(f)
P3j(rC , f)d(f)

...
PIj(rC , f)d(f)

⎤
⎥⎥⎥⎦ (4)

d(f) = [1, e−jωΔT , . . . , e−jω(L−1)ΔT ]T . (5)

ȧE is modified to incorporate the propagation of an elec-
tromagnetic wave through biological tissue. The propagation
model is defined as

Pij(rC , f) = e−α(f)dije−jβ(f)dij (6)

where the Euclidean distance of propagation to rC is denoted as
dij . α(f) and β(f) are the frequency-specific attenuation and
phase constants, respectively. In previous studies, these values
were based on an assumed estimate of the dielectric properties
of breast tissue across a specified frequency band [12]–[14].
In this study, we derive α(f) and β(f) across the operational
bandwidth using εest (Section II-A).

Filter coefficients ẇE are designed to minimize the sum of
the squared differences (L2 norm) between the desired (hdes)
and actual filter response. The overdetermined linear least
squares problem can be written as

min
ẇE

|ẇH
EA− hdes|2 (7)

where

A = [ȧE(rC , f1), ȧE(rC , f2), . . . , ȧE(rC , fNf
)] (8)

hdes = [e−jω1ΔT (L−1)/2, . . . , e−jωNf
ΔT (L−1)/2] (9)

where ω = 2πf and Nf is the number of frequency samples.
ẇE can be obtained from a linear solution to (7) which is
clearly outlined in [12], [15], and [22] and described as

ẇE = (AAH)−1AhH
des. (10)

The output of the tap-stacked equalization filter can be
described as

x̄j(k) = ẇE � ẋj(k). (11)

C. Data-Adaptive Beamforming

Finally, x̄j(k) is processed using a wideband DA algorithm.
MVDR methods are known to outperform DI methods pro-
viding that self-nulling does not occur, i.e., the desired signal
component is absent from the snapshots used to construct the
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sample covariance matrix [23]. To overcome the self-nulling
of the desired signal component, robustness can be achieved
through diagonal loading techniques which modify the eigen-
decomposition of the output variance [24]. In this paper, we
apply a wideband time-domain DA beamformer based on the
MVDR method. Robustness against self-nulling is achieved
using a worst-case performance optimization-based method
[23], [25], which has been shown to equate to the algorithm
in [16] with optimum diagonal loading levels [26].

As illustrated in Fig. 1, there is a two-stage beamforming
process to obtain a waveform y(k) corresponding to the desired
component at a synthetic focus.

1) In stage I, a desired wave component sj(k) is obtained
for all transmitters contributing to a particular receiving
antenna.

2) All desired wave components are processed in stage II to
produce y(k).

Although wideband processing can be achieved within the
frequency domain, the number of time samples required to
obtain sufficient resolution in the DFT representation reduces
the number of snapshots available to construct the sample
covariance matrix [15]. The following algorithm is reproduced
from [25], [27], and [28] and included for completeness.

The stage I wideband adaptive beamforming filter will esti-
mate the desired wave component sj(k) for all transmitted
signals recorded at receiver j. The output of the beamformer
is denoted as

sj(k) = wT
I x̄j(k) (12)

where wI is the stacked-tap representation of W, with Wml

denoting the specific filter weight for the mth signal after the
l − 1 tap.

The MVDR beamformer minimizes the output variance or
noise of the system while maintaining a distortionless response
towards the desired signal component and is formulated as

min
wI

wH
I Rx̄wI subject to hI(f) = 1 (13)

where hI(f) = wH
I a(rC , f) is the response of the beamformer

to the desired signal component. The notation a(f) repre-
sents the array steering vector and will replace a(rC , f) from
here on. MVDR-derived beamformers typically model statisti-
cal noise power using a covariance matrix containing only noise
and interference. However, in many communications and radar
imaging applications, such data are unavailable and the sample
covariance matrix is constructed from received data snapshots
in lieu of the noise covariance matrix [15]. Rx̄ represents the
covariance matrix, equated as E{x̄x̄H} and is calculated for
this application as a sample covariance matrix across a number
of predefined snapshots as

Rx̄ =
1

K

k∑
n=k−K+1

x̄j(n)x̄
H
j (n). (14)

The worst-case performance optimization method outlined
by Vorobyov et al. [23] add robustness to the MVDR by mod-
eling the steering vector uncertainty as Δ(f) � a(f)− ā(f)

where ā(f) = 1I is the assumed steering vector, and placing an
upper-bound of a known constant ρ on the L2 norm of Δ(f). In
previous breast imaging applications of DA methods, Δ(f) was
modeled as a constant and calculated at the center frequency
of the system. In this paper, the steering vector uncertainty is
assumed to vary across the operating bandwidth and is esti-
mated for a number of discrete frequencies within the operating
bandwidth. Now

min
wI

wH
I Rx̄wI

s.t.
∣∣wH

I (ā(f) + Δ(f))
∣∣ ≥ 1 ∀ ‖Δ(f)‖ ≤ ρ.

(15)

Distortionless response is maintained for the worst-case sce-
nario or the value of Δ(f) which corresponds to the smallest
value of |wH

I (ā(f) + Δ(f))| while ‖Δ(f)‖ ≤ ρ.
The overall IL× 1 array response vector within a wideband

filter architecture can be formulated as

â(f) = d(f)⊗ (T(f)a(f)) . (16)

The FIR beamformer response to the desired signal component
can be written as

hI(f) = wT
I [d(f)⊗ (T(f)a(f))] (17)

with T(f) = diag{e−jωT1j , . . . , e−jωTIj} representing the
presteering delays (T1j , T2j , . . . , TIj) and d(f) defined in (5).
The array response or steering vector for the desired signal
component is defined as

a(f) = [e−jωτ1j , . . . , e−jωτIj ]T (18)

where τij describes the actual delay from the desired signal
source to ri. Presteering delays should be chosen to align the
desired signal components at each sensor as Tij = T0 − τij
where T0 ensures causality. Now the beamformer response in
the case of perfect steering can be written as

hI(f) = wT
I

[
(d(f)⊗ 1I)e

−jωT0
]

(19)

where C0 = IL ⊗ 1I .
In reality, the steering vector a(f) may contain errors due to

presteering in accuracies and we can reformulate

T(f)a(f) = e−jωT01I +Δ(f) (20)

where Δ(f) is the error vector pertaining to array response and
delay quantisation inaccuracies. Now the beamformer response
can be denoted as

hI(f) =

e−jωT0wT
I (d(f)⊗ 1I) +wT

I (d(f)⊗Δ(f))
(21)

Now (15) can be written as

min
wI

wH
I Rx̄wI s.t. |hI(f)| ≥ 1

∀‖Δ(f)‖ ≤ ρ, f ∈ [fl, fu].
(22)

In the absence of errors within the array manifold, distor-
tionless response within the frequency range [fl, fu] requires
that

hI(f)h
H
Des(f) = 1 (23)
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where hdes(f) is the desired beamformer response for the
signal of interest given by

hdes(f) = e−jωT̄ (24)

where T̄ = T0 + (L− 1)ΔT/2 is the time delay of x̄S at the
output of the beamformer [25]. The resulting beamformer with
combined magnitude and phase constraints can be written as

min
wI

wHRx̄w

s.t. 	
(
hI(fk)e

jωkT̄
)
≥ 1

∀ ‖Δ(fk)‖ ≤ ρ, k = [1, . . . , Nf ].

(25)

The constraints in (25) limit both the magnitude and phase
of the beamformer transfer function and the solution can be
obtained using interior points methods [25]. Once the weights
are obtained, they are applied to the input data via (12) to obtain
sj(k), as shown in Fig. 1.

This process is repeated to obtain J waveform approxi-
mations s(k) = [s1(k), s2(k), . . . , sJ (k)]

T . The beamforming
process is repeated to find weights wS which satisfy (25) and
result in the output waveform estimate for rC is given as

y(k) = wT
IIs(k). (26)

The energy is of y(k) calculated across a window (Twin) result-
ing in a qualitative energy value for rC , the voxel within the
output three-dimensional (3-D) energy profile of the breast.

III. NUMERICAL VALIDATION

A. Data Acquisition

The proposed method is initially evaluated with simulated
data, obtained with a finite-difference time-domain (FDTD)
model based on an MRI-derived numerical breast phantom. A
Class 2 (scattered fibroglandular) phantom [29] is mapped to a
hemispherical profile, representing the model ground truth, and
is illustrated in Fig. 3(c) and (d). A spherical malignant inclu-
sion is inserted at (x = 104 mm, y = 58 mm, z = 28 mm).
All dielectric properties are based on studies by Lazebnik
et al. [18], [21].

Thirty-one point sources are arranged in a conical array with
three rings, as shown in Fig. 3(a) and (b). Each element is
excited in turn with a single cycle sinusoid with a raised cosine
envelope and center frequency of 3.2 GHz. The boundary of
the FDTD domain is terminated using Mur absorbing bound-
ary conditions. To obtain a differential image via array rotation,
a second numerical dataset is obtained with the same phantom
but with a rotational array offset of 10◦. The rotated data are
subtracted from the initial scan to provide differential signals
which reduce the effects of coupling and skin reflections.

B. Imaging Results

Images are created using the DAS algorithm to offer a bench-
mark to contrast with the wideband adaptive imaging method.
For both algorithms a Twin = 0.9ns window is used post delay

Fig. 3. Numerical imaging results. (a) 31 element conical array with the inter-
nal imaged breast coordinates: X–Z slice. (b) 31 element array and imaged
breast coordinates: X–Y slice. (c) Ground truth: Z-slice. (d) Ground truth:
X-slice. (e) DAS: Z-slice. (f) DAS: X-slice. (g) Proposed technique: Z-slice.
(h) Proposed technique: X-slice.

calculation. In DAS, this window is used for summation and
integration while in the wideband adaptive method, equaliza-
tion filtering and DA beamforming are carried out across Twin.
For the proposed imaging method, ten samples were taken (k =
[0.2 ns, 0.4 ns, . . . , 1 ns) with K = 0.2 ns snapshots, T0 = 0
and ρ = 0.9‖1I‖. Filter lengths for the equalization filter and
each beamforming filter are fixed at L = 30. These parameters
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TABLE I
PEAK/MEAN METRIC RESULTS FOR THE SIMULATED DATA

Fig. 4. Description of the experimental hardware: (a) illustrates the conformal
array with antenna elements; while (b) shows the full Maria data acquisition
system.

Fig. 5. Phantom illustrations. (a) Thin skin phantom. (b) Thin skin phantom
with target placement. (c) Inhomogeneous skin phantom. (d) Tissue mimicking
material which is placed adjacently to the target.

are maintained for measurement radar results, in Sections IV-C
and V-B.

Imaging results are presented as vertical and horizontal slices
at the tumor center coordinate in Fig. 3. All radar images are
normalized according to the max energy voxel within the gen-
erated 3-D profile. In order to quantify the levels of background
clutter, a signal-to-mean (S/Mn) metric is presented in Table I
where the peak energy voxel is compared to the average energy
within the imaged 3-D space. The permittivity ground truth
slices are shown in Fig. 3(c) and (d). DAS results are presented

Fig. 6. Dielectric properties of phantom materials: solid lines represent permit-
tivity and dashed lines represent conductivity.

in Fig. 3(e) and (f), while images generated by the wideband
adaptive method are given in Fig. 3(g) and (h).

A twin target is evident for both methods as expected from
differential rotation imaging [17]. Other residual scattering
from the rotational process also presents, particularly for the
glandular tissue region. From the images presented, the pro-
posed wideband adaptive method improves the tumor response
by minimizing the undesirable clutter. This is also reflected in
the S/Mn results listed in Table I, where the wideband adaptive
technique offers an improvement of over 5 dB when compared
to the DAS output.

IV. EXPERIMENTAL VALIDATION

A. Data Acquisition

The algorithm is further evaluated using measurement data
obtained from a 60-element antenna array operating as a bistatic
radar system in the 4–8 GHz frequency range [30]. The full
system consisting of a Rhode–Shwarz ZVT 8 port VNA and a
custom designed switching matrix is shown in Fig. 4(b). The
conformal array is populated with 60 wide-slot antennas [19]
which are shown in Fig. 4(a). The system is designed to accom-
modate a patient in the prone position and prior to inserting the
breast or phantom, the antennas are immersed in a matching
liquid to mitigate skin reflections. The permittivity and conduc-
tivity of the liquid are 9.3 and 0.22 S/m, respectively, at 6 GHz.

Once the liquid is applied a custom low-loss ceramic cup
is placed on top of the antenna array prior to the insertion of
the breast or phantom [17]. The hemispherical cup has an outer
radius of 86 mm, an inner radius of 66 mm, and is nondisper-
sive with a permittivity of 10 and a loss tangent of 0.0005. This
20 mm padding provides a reasonable coverage of the breast
from the wide-slot antenna radiation pattern.

B. Phantom Construction

Three phantoms are constructed to emulate skin contours and
healthy tissue scattering regions within the breast. An initial
phantom (I) is constructed to mimic a homogeneous imaging
scenario. The skin phantom is a 1.5 mm uniform homoge-
neous liquid material encased within a matched ceramic cup,
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Fig. 7. Imaging results for Phantom I. (a) Two-dimensional (2-D) DAS frontal result. (b) 2-D DAS side view result. (c) 3-D DAS. (d) 2-D proposed algorithm
frontal result. (e) 2-D proposed algorithm side view result. (f) 3-D proposed algorithm result.

as shown in Fig. 5(a). A 10 mm tumor target is placed at
(x = 20, y = −20, z = −25), as shown in Fig. 5(b). The chest-
wall is accounted for by maintaining a liquid to air interface
at the base of the breast phantom. The dielectric properties of
each phantom material across the frequency range are shown in
Fig. 6.

It was noted from a previous clinical study that the nonuni-
form contour of patient skin greatly affected the ability to
localize suspicious regions within the breast [31]. Therefore,
a nonuniform skin phantom was created using a Tx151-water
mixture [17] to deliberately imitate a varying skin thickness
between 1 and 3 mm, as shown in Fig. 5(c). At 6 GHz, the mate-
rial has a dielectric constant of 32 and conductivity of 4.1 S/m.
A piece of tissue mimicking material was created, shown in
Fig. 5(d), which has a dielectric constant of 30 and a conductiv-
ity of 3.9 S/m. Phantom II includes a piece of tissue mimicking
material, placed within the phantom at (20, 20, −12), while the
tumour target is placed at (−20, −20, −20). Finally, in phantom
III, the target is located at (0, 20, −15) and tissue-mimicking
material at (0, −30, −10).

C. Imaging Results

Imaging results for experiment I are shown in Fig. 7. In each
figure, there are two 2-D slices shown, one offers a point-of-
view slice from the anterior of the breast toward the chest wall
and a lateral slice from the side. All energy levels are normal-
ized relative to the maximum scattering energy in the recon-
structed 3-D volume. Any scattering energy below 0.05 is not
displayed in each 2-D slice. The third image is a 3-D scattering
profile where energy levels above 0.3, 0.5, and 0.7 are shown to
illustrate the level of overall clutter energy within the breast.

TABLE II
SIGNAL/MEAN METRIC RESULTS FOR THE PHANTOM EXPERIMENTS

The wideband adaptive imaging method is shown to mitigate
the presence of clutter which are evident within the DAS results
in Fig. 7(a)–(c). A well-defined twin-target is observed in this
case as a result of effective skin suppression from the array rota-
tion technique. The images produced by the wideband adaptive
method, shown in Fig. 7(d)–(f), show a visual improvement
over the DAS results, with a well-defined twin-target present-
ing above 0.7 of the maximum energy. S/Mn results, given in
Table II, are 4.7 dB greater for the wideband adaptive technique
when compared to the DAS algorithm.

Fig. 8 describes the results of imaging experiment II for the
DAS and wideband adaptive algorithm. The extraction of the
breast scattering response no longer presents a twin-target due
to the presence of the nonuniform skin layer and the additional
piece of tissue-mimicking material. Within the DAS results, the
level of clutter is more significant than in the case of exper-
iment I. Conversly, the wideband adaptive method offers a
significant improvement in clutter suppression, as evident in
Fig. 8(d)–(f). S/Mn results are again significantly higher, reg-
istering a metric of 16.2 dB compared to the DAS performance
of 10.8 dB.
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Fig. 8. Imaging results for Phantom II. (a) 2-D DAS frontal result. (b) 2-D DAS side view result. (c) 3-D DAS. (d) 2-D proposed algorithm frontal result. (e) 2-D
proposed algorithm side view result. (f) 3-D proposed algorithm result.

Fig. 9. Imaging results for Phantom III. (a) 2-D DAS frontal result. (b) 2-D DAS side view result. (c) 3-D DAS. (d) 2-D proposed algorithm frontal result. (e) 2-D
proposed algorithm side view result. (f) 3-D proposed algorithm result.
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Fig. 10. Imaging results for clinical scan (P446). (a) 2-D DAS frontal result. (b) 2-D DAS side view result. (c) 3-D DAS. (d) 2-D proposed algorithm frontal
result. (e) 2-D proposed algorithm side view result. (f) 3-D proposed algorithm result.

The results from experiment III, shown in Fig. 9, outline a
significant relevant improvement for the proposed wideband
adaptive technique over DAS. Clutter is greatly reduced in the
output images, particularly in the 3-D profile shown in Fig. 9(f).
There is a visual improvement evident in Fig. 9(d)–(f), with
only the target and one small area near the inserted tissue-
mimicking piece, registering above 0.5 of the peak energy.
S/Mn ratio results are significantly greater than the DAS result,
with an improvement of 4.8 dB using the wideband adaptive
method.

Despite the lack of a twin target in experiments II and III,
due to the inhomogeneity of the skin surface and the pres-
ence of an additional scatterer, the levels of clutter are reduced
significantly. The reduction in S/Mn results for experiments II
and III is due to the the inhomogeneity of both the skin phan-
tom contour and the dielectric environment. Experiment III
offers the lowest S/Mn ratio (14.9 dB) registered by the wide-
band adaptive technique; however, the target is located at a
greater distance from the antennas and near the air (mim-
icking the chest) interface which can contribute undesirable
backscatter.

V. CLINICAL CASE

A. Data Acquisition

Clinical data were provided from trials that took place at
Frenchay hospital during the first 6 months of 2011 [32] where
patients underwent an X-ray examination, shown in Fig. 11,
prior to microwave scanning. A suspicious region was identified

Fig. 11. Lateral X-ray for patient P446 with a suspicious region clearly evident.

above the nipple from the examination of the corresponding
X-ray by a physician.

B. Imaging Results

Fig. 10 illustrates the DAS output and the wideband adaptive
method result using clinical data. The associated S/Mn metric
results are outlined in Table III. Although the DAS algorithm
identifies a large peak region (>0.7), there is still considerable
clutter within the resulting images in Fig. 10(a)–(c). The wide-
band adaptive method produces a spherical peak region with
an S/Mn result that is 3.8 dB greater than the DAS score. Due
to the effects of X-ray compression, the authors acknowledge
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TABLE III
SIGNAL/MEAN METRIC RESULTS FOR THE CLINICAL EXAMPLE

the difficulty to determine which result represents the tumour
target in Fig. 11 more accurately. However, it is evident from
the images shown in Fig. 10(d)–(f) that the levels of unwanted
clutter energy are visibly reduced.

VI. CONCLUSION

Tumour target detection in radar imaging is often inhibited
by the presence of clutter. In this paper, a data-adaptive imag-
ing method has been applied in a wideband manner for the first
time to create a representative microwave radar breast profile
and reduce clutter. An equalization filter was detailed which
compensates for the attenuation and phase errors resulting from
propagation through the breast. A calculated permittivity esti-
mate of the breast tissue was used to presteer and aid in the
equalization process. The wideband adaptive method was eval-
uated in conjunction with the DAS method with a number of
numerical and experimental measurement scenarios. A clinical
breast radar scan was imaged to evaluate the algorithms perfor-
mance with patient data. Resulting images were provided and a
suitable metric was used to compare performance with the DAS
method.

In all cases, numerical, experimental, and even clinical, the
proposed wideband method significantly outperformed when
compared to DAS. Energy profiles presented a clear visual
improvement over the DAS algorithm and corresponding metric
results highlighted an improvement of at least 3.8 dB.
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