
IEEE TRANSACTIONS ON AGRIFOOD ELECTRONICS, VOL. 2, NO. 1, MARCH/APRIL 2024 91

Field-to-Field Coordinate-Based Segmentation
Algorithm on Agricultural Harvest Implements

Sean J. Harkin , Tomás Crotty , John Warren , Conor Shanahan , Edward Jones , Senior Member, IEEE,
Martin Glavin , Member, IEEE, and Dallan Byrne

Abstract—Establishing and maintaining farmland geometric
boundaries is crucial to increasing agricultural productivity. Ac-
curate field boundaries enable farm machinery contractors and
other farm stakeholders to calculate charges, costs and to examine
machinery performance. Field segmentation is the process by which
agricultural field plots are geofenced into their individual field ge-
ometric boundaries. This paper presents a novel coordinate-based
method to perform trajectory segmentation and field boundary
detection from a tractor towing an implement. The main contri-
bution of this research is a practical, robust algorithm which can
solve for challenging field-to-field segmentation cases where the
operator engages the towed implement continuously across several
fields. The algorithm first isolates raw machinery trajectory data
into unique job sites by using a coarse filter on geolocation data and
implement power-take off activation. Next, the coordinate data is
plotted and image processing techniques are applied to erode any
pathway(s) that may present in job sites with adjacent working
fields. Georeferenced time series tractor and implement data were
aggregated from a five-month-long measurement campaign of a
silage baling season in Galway, Ireland. The algorithm was val-
idated against two unique machinery implement datasets, which
combined, contain a mixture of 296 road-to-field and 31 field-to-
field cases. The results demonstrate that the algorithm achieves an
accuracy of 100% on a baler implement dataset and 98.84% on a
mower implement dataset. The proposed algorithm is deterministic
and does not require any additional labor, land traversal or aerial
surveillance to produce results with accuracy metrics registering
above 98%.

Index Terms—Agricultural machinery trajectory data,
agricultural parcel delineation, field efficiency analysis, field
segmentation, global navigation satellite system (GNSS), global
positioning system (GPS), towed implement machinery.

I. INTRODUCTION

F IELD boundary delineation is a necessary component of
modernizing agricultural systems. In the European Union
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(EU), for example, all member states are signed up to a land
parcel identification system (LPIS) database to record agricul-
tural parcels [1]. An agricultural parcel is defined as a con-
tinuous area of land enclosed by a boundary that includes no
more than one crop group [1]. The LPIS database is used as
an administrative tool to aid in setting environmental policies
and inform subsidy management bodies such as the Common
Agricultural Policy (CAP) [2]. Field boundary databases, like
LPIS, must be maintained to preserve their quality over time to
ensure the correct distribution of annual agricultural subsidies to
farmers [3]. Currently, there are three main regulatory paths to
update models. 1) Farmers correct preprinted forms. 2) Farmland
site visits (which are precise, but scale with cost). 3) Systematic
updates by service providers to the state, e.g., remote sensing [3].
However, day-to-day changes in the landscape, misdeclaration
of boundary areas, or obsolete orthophotos make an exact match
for registered land boundaries to actual up-to-date field bound-
aries difficult to achieve [3].

A significant proportion of precision agriculture (PA) sys-
tems, designed for farmland and crop management, depend on
accurately maintained geofences to function [4]. These systems
require that farm input data be segmented, to at least field level,
as prior knowledge for information management [5] and data
processing [6]. Commercial field boundary delineation services
are available to farm stakeholders [7], [8]. These services gener-
ally use field boundary databases derived from satellite imagery.
Alternatively, they require that customers upload geodata (such
as. gis files) or delineate the field boundaries manually, using a
sketching software tool.

Field boundaries may be integrated with machinery data
for insight on crop and machine performance. Platforms such
as ISOBlue 2.0 [9] and Cropinfra [10] provide methods to
combine global navigation satellite system (GNSS) data with
captured controller area network (CAN) data. Commercial op-
erators may also provide their own in-house machinery tracking
solution [11]. This facilitates access to spatio-temporal data
in which the entire positional history (spatial locations with
timestamps) of the moving object is recorded [12]. The spatio-
temporal path of an object is also known as its trajectory.
To analyze an object’s trajectory, the trajectory data must be
input as a structured recording of movement [13]. Trajectory
analysis opportunities in agricultural machinery include obtain-
ing detailed information on machinery performance, settings
and errors [14]. Field efficiency for an episode of work [15],
[16], or activity at specific points within a field [17] can also
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Fig. 1. Algorithm overview. In Stage I data preprocessing, machinery trajectory data are filtered into job sites; by speed and power take-off activity. The conjoined
field site, highlighted in red, is passed to Stage II. In Stage II, the algorithm removes pathways between fields and isolates their geometric boundaries. First, the
conjoined site is plotted as a sampled image; the pathway pixels are then removed by applying a series of morphological image operations. The segmented fields
are shown in the Result and Analysis, where the algorithm has successfully differentiated between this conjoined field use case. A field efficiency analysis of
machinery performance is then shown in the histogram plot, where the colors correspond to the detected field boundaries.

be determined when accurate field geometric boundaries are
delineated.

Beyond the postprocessing of recorded data, field boundaries
may also be applied in activity planning and predictive applica-
tions. Examples include farm machinery automation technolo-
gies, such as machinery guided navigation systems [18] and
path planning algorithms [19]. Field boundaries may also be
used to monitor in-field application rates of additive materials
recorded from machinery [20]. This is relevant at a time when
the EU aims to halve pesticide use by 2030 under the farm-to-
fork strategy [21]. Proximal sensing applications on agricultural
machinery [14], [22], [23] may play a role in satisfying PA data
requirements [5], but the data must first be spatially classified.
The required resolution is application dependent, however, iso-
lating machinery data to inside a field geometric boundary is an
essential step prior to processing agricultural machinery data.

To segment machinery trajectory data into field boundaries,
agricultural data mining algorithms may apply a coarse filter
[timestamps, speed, power take-off activation (where present)].
However, the complexity will increase for field-to-field cases,

i.e., machinery moves between adjacent fields that share a
common boundary. Manual methods may be used for diffi-
cult segmentation cases, incurring a significant labor and time
cost. However, to make data analysis of agricultural machinery
practical for industrial scale application, agricultural machinery
trajectory segmentation must be automated [6].

The authors of this article present a novel method to au-
tomatically segment machinery trajectory data from farming
implements, namely, a silage baler and a mower, into indi-
vidual field boundaries. Fig. 1 presents an overview of the
algorithm’s approach to solving for field geometric boundaries.
The method is evaluated with geolocation and power take-off
(PTO) digital event data obtained from a full harvesting season
on machinery operated by a grass silage contractor. Contractors
will often visit multiple adjacent fields in a single day, where
they continue to activate the PTO, despite traversing into a new
field. In the context of this article, a “job site” is a recorded
work episode of the operating machinery performing a task in
one or several fields of the same crop type. A work episode
indicates that the machine is operating and that the PTO shaft is
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providing power, with all systems functioning while moving. A
job site may contain a single field or a conjoined field work
episode. An example of a conjoined field job site is shown
in Fig. 2(a). The fields are conjoined by the operator mov-
ing between the adjacent fields via a short, off-road pathway.
Segmentation is the process of detecting the individual field
boundaries in a job site and labeling positional data as belong-
ing to a particular field. The contributions of this article is as
follows.

1) The proposed algorithm solves for field geometric bound-
aries from agricultural machinery data; requiring only
GNSS data and a PTO-pulsed digital sensor to detect PTO
activation.

2) The algorithm has been evaluated over 327 job site lo-
cations from a five-month-long measurement campaign
with a machinery contractor. The algorithm is evaluated
with data from two unique harvesting implements, high-
lighting how the method may be used with other types of
implements.

3) The deterministic algorithm is designed to segment agri-
cultural machinery trajectory data without the use of ma-
chine learning methods.

4) The results demonstrate that the algorithm can solve for
both road-to-field and field-to-field segmentation cases.

5) No additional labor, land traversal, or aerial surveillance
is necessary to produce the results shown, offering a cost-
effective, straightforward solution to existing mechanized
practices.

The next section will review existing research related to tack-
ling field segmentation, and illustrate why the solution offered
in this article improves on the state of the art.

II. RELATED WORK

Existing field segmentation techniques can be divided into
two categories: remote sensing and coordinate-based methods.

A. Remote Sensing Methods

Remote sensing field segmentation techniques are based on
the use of image capture technology to detect field boundaries.
Remote sensing imagery can be captured using satellites [24],
[25], [26], [27] piloted aircraft [28] or drones [29]. These meth-
ods rely on medium (4 and 2.8 m [26]); to high (0.15 m [28])
resolution RGB capture, or on multispectral images [27].

Field segmentation by remote sensing offers the opportunity
to batch segment large areas of land. North et al. [27] demon-
strate their method using time-series satellite images covering
a study area of 4000 km2. Provided the images are updated
frequently, or the field boundary is static, remote sensing enables
for preemptive mapping before the machinery enters. A situation
may arise where an operator decides to erect a temporary fence
within a field, or decide to only fertilize a part of the field. In these
scenarios, the job parameters have changed, and the historic
remote sensing geofence may require alteration to fit the com-
pleted job. Furthermore, fine and transitory boundaries, such as
an electric fence, would be imperceptible to low-resolution satel-
lite cameras. Satellite images are available to the public through

Fig. 2. (a) Example of a conjoined field job site. The fields share a common
boundary and are connected by an off-road path. Visually, the divide between
fields is clear, but the divide is not apparent in the raw trajectory data. (b) Example
of a hollow, single field job site. In round silage baling it is not uncommon for
the machinery operator to only bale the field perimeter. The central region of
the field may be left for hay.

the European Space Agency Sentinel-2 project. Sentinel-2 offers
a resolution of up to 10 m, with a revisit frequency of five days
at the Equator [30]. However, to obtain images of sufficient
spatial resolution, frequent image acquisition from commercial
satellites may be required.

Aerial methods are vulnerable to cloud cover [5], which
can affect the segmentation accuracy. The trained model in [31]
performed well when processing nonobscured images but per-
formance degraded when tested with images containing cloud
cover and delineating densely packed farmland of similar color.
Aeroplanes and drones are subject to constraints such as flight
regulations [32] and are limited by weather conditions and flight
time [33]. Operators must conform to these constraints and
obtain adequate training, which incurs an additional labor cost
in addition to the operating expenses of the aircraft.

The limitations of remote sensing methods for field seg-
mentation have been identified. The remainder of this section
examines the literature on ground, coordinate-based methods
for field segmentation and road vehicle trajectory segmentation
problems.

B. Coordinate-Based Methods

Coordinate-based techniques involve the use of geolocation
and/or operational data from ground-based machinery in motion
to detect field boundaries. Field segmentation may be performed
using coordinate-based trajectory segmentation methods [34],
[35], [36], [37], [38]. An advantage of segmentation by this
method is that it offers a job-specific context to machinery
operational data. Changes to field boundaries are accounted
for based on the working pattern completed by the machinery
operator.

Trajectory segmentation of vehicular data has been made
possible by location-aware devices being able to connect to
the Internet [39]. According to Spaccapietra et al. [13], the
degree of segmentation for an object’s trajectory should be
driven by the semantics behind the object’s goal in that tra-
jectory. Thus, it is not necessary to know the exact goal, but
it is enough to know that the object is motivated by such [13].
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Based on this, the general approach to segmenting a trajectory
is to classify the data into trips and activities. The object will
take a trip to some destination and may perform an activity
there. E.g., The operator drives the machinery from the depot
[trip], to a field [destination], and bales [activity], in that
field. This example scenario illustrates that field segmenta-
tion could be observed as a vehicle trajectory segmentation
problem. However, when the fields are adjacent, such as that
illustrated in Fig. 2(a), the trip segment between activities is
significantly reduced, which may complicate the segmentation
process.

The current literature on road vehicle trajectory segmentation
papers has limited potential for application in an agricultural
setting. A significant proportion of methods are based on estab-
lishing policies and exploiting gaps in the raw data [40], [41],
[42], [43]. Policies may be based on speed, direction, start-end,
stop-move, time intervals, and predefined geo-fenced regions to
segment trajectories. Such policy concepts do not crossover to
agricultural applications. Start-end locations may not be known
a priori. Stop-move locations depend on assumptions about
operator driving behavior and machine operation. In baling, for
example, the operator must stop the vehicle to drop the formed
bales and replace the bale net.

Road vehicle data may be segmented using map-matching
techniques [44]. These methods rely on correlating trajectories
to road network databases by using a similarity score, as defined
by the author. This could be useful for cases of agricultural
machinery traveling on roads between fields, however, not for
cases of adjacent fields connected by short, off-road pathways
as highlighted in Fig. 2(a). Moreira and Santos [45] devised
an approach to obtain the convex or concave hull perimeter of
a given set of points using a k-nearest neighbours approach.
In a concave shape, a straight line can be drawn between two
points within the shape, that goes out of bounds. The set of
conjoined fields shown in Fig. 2(a) delineate a concave shape.
When applying the algorithm presented in [45], users must
tune the k parameter to adapt the shape of polygons output by
the algorithm. Adapting the algorithm presented for conjoined
field segmentation may require manual intervention to adjust
parameters per job site to account for unique shapes, sizes, and
numbers of fields.

Yan et al. [43] annotated trajectory episodes using road net-
works and third-party knowledge sources points of interest (e.g.,
home markers-based off social media data). These are layered on
top of episodes to derive context from the trajectory. Elements of
this approach could be useful, like establishing a home geo-fence
for the machinery. Acquiring land use and road network data
may not be practical in remote locations, however, and may
require the acquisition of sensitive personal information. Guo
et al. [46] offered an approach to segment on-road vehicle global
positioning system (GPS) trajectory data using probabilistic
logic on vehicle data and positional data. The method relies
on vehicle CANbus and GPS data, in addition to historical
business data (e.g., delivery service transportation), to group
repetitive driving patterns. Agricultural machinery contractors
usually have irregular schedules that are difficult to predict due to
weather conditions and time constraints involved in harvesting.

Zhang et al. [34] presented a field segmentation expert system
algorithm to classify on-road and in-field activities of machinery
using GPS data. The algorithm is based on a set of if-then
decision rules including: speed, density of points, and propa-
gating straight line road points. Expert algorithms, such as this,
depend on specialized rules defined by human experts that must
be adapted for different machinery.

Coordinate-based field segmentation may also be approached
as a clustering problem. Clustering using the density-based
spatial clustering applications with noise (DBSCAN) algo-
rithm [47] has been applied to GPS trajectories to identify stop
points in road vehicles [48] and mobile phone applications [49].
The authors in [35] and [36] apply DBSCAN to segment tractor
GPS trajectory data. DBSCAN operates on the assumption of
point density [47]; though it is not uncommon in round silage
baling for an operator to only bale the field perimeter and leave
the central region of the field for hay, such as that shown in
Fig. 2(b). Despite this, the algorithm presented in [35] is capable
of segmenting cases of hollow fields.

Chen et al. [35] state that DBSCAN alone is not sufficient,
therefore, directional inference rules are used to correct false
field points and false road points increasing the overall per-
formance from 87.65% to 95.60%. Zhang et al. [36] paired
DBSCAN along with sophisticated image object detection algo-
rithms such as YOLOV4; Swin-S Mask R-CNN, and Dynamic
RCNN. The best result is selected using a Davis Bouldin index.
The authors conclude that the object detection algorithms must
be manually selected for the given dataset.

Zhang et al. [37] trained two decision tree algorithms from
European Geostationary Navigation Overlay Service (EGNOS)
and real-time kinematic (RTK) trajectory datasets containing
three field plots each. The authors conclude that the model
trained using RTK data is most effective for field segmentation.
Chen et al. [38] designed and trained a graph convolutional
network (GCN). The developed method was validated by the
harvesting trajectories of two crops, wheat and paddy. GCN-
based road-to-field classification achieved 88.14% and 85.93%
accuracy for the wheat data and the paddy data, respectively.
Comparisons made by the authors demonstrated that the devel-
oped method consistently outperformed the current state-of-the-
art road-to-field classification methods by 1.9% for the wheat
data and 5.7% for the paddy data.

However, test cases shown in all previous works [34], [35],
[36], [37], [38] do not include conjoined field segmentation
conditions as illustrated in Fig. 2(a), only road-to-field cases.
Instances of isolated fields, connected by a road in between,
may be solved using a Hall effect sensor for cases of towed
implements. These sensors can be purchased for under €5 [50].
This is sufficient to detect when the PTO is active and the
implement is mechanically powered, which indicates, along
with implement motion, that the machine is interacting with
the crop. The inverse is true when the PTO is inactive and
the implement is in motion, which allows for the detection of
road travel. Thus, a significant challenge in coordinate-based
field segmentation remains in solving for conjoined, field-to-
field cases when the operator moves between adjacent fields
connected by short, off-road pathways. This is one of the key
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contributions of this study to field segmentation using
coordinate-based methods.

There are a limited number of examples in the literature where
field segmentation is performed using machinery coordinate
data. This is despite the fact that GPS is a proven, robust, and
readily available technology. The review highlights how existing
vehicular trajectory segmentation methods do not translate well
to the field segmentation problem. Common trajectory segmen-
tation policies either require a priori knowledge of machinery
operator behavior and their driving patterns; geo-markers from
third party sources; or rely on using established road networks.
These concepts and methods do not crossover to an agricultural
setting. To the best of the authors’ knowledge, challenging
conjoined field segmentation cases have not been addressed in
the current literature. A cost-effective coordinate-based solution
to automatically segment agricultural fields is required.

III. MATERIALS AND METHOD

A coordinate-based method is presented to overcome the
challenges highlighted in Section II. First, the data acquisition
from two harvesting implements is outlined in Section III-A.
Then, the proposed algorithm is presented in two stages. In Stage
I, measurements are preprocessed to determine whether PTO
activation has occurred and if road travel has taken place between
activation periods, as described in Section III-B. In Stage II,
pathways that may be present between adjacent fields in the
sampled image are removed by applying a series of morpholog-
ical image operations. The algorithm then detects the individual
field boundaries from the processed image. Finally, the field
boundaries are converted back to Cartesian and the machinery
coordinate data are labeled as belonging to a particular field, with
details given in Section III-C. The method is fully automated,
deterministic, and segments all fields in a job site in one pass.

A. Data Capture

Georeferenced time series implement data were collected on
two implements; a 2013, 540 r/min, McHale Fusion 3 Plus
baler-wrapper [51] and McHale Proglide R3100 mower [52]. A
custom electronic control unit (ECU) was programmed to relay
data from the implements across a J1939/CAN network [53] to
a Deutz-Fahr Agrotron 6180 [54] and a John Deere 6150R [55].
The machinery was owned and operated by a machinery con-
tractor based in Galway, Ireland, as detailed in [56]. For machin-
ery coordinates, a NEO-M8 GNSS positioning receiver with a
wideband GNSS antenna was fitted to the implements [57]. The
acquisition frequency of the GNSS is 1 Hz. PTO speed was
measured using an NPN digital hall-effect sensor [50] installed
on the implement drivetrain sprocket with a protruding notch.
Pulse counts were translated to frequency, which are represented
as the PTO rotations per minute (rpm). Fuel usage measurements
were obtained from the tractor J1939 interface. The data were
stored locally in a document-based database operating on an
8th generation Intel Nuc (Intel i3 processor and 4 GB of RAM)
running Ubuntu 16.

TABLE I
RESULT FROM STAGE I ON THE BALER TRAJECTORY DATA SHOWING THE

NUMBER OF SINGLE AND CONJOINED FIELD SITES IN THE BALER DATASET

TABLE II
RESULT FROM STAGE I ON THE MOWER TRAJECTORY DATA SHOWING THE

NUMBER OF SINGLE AND CONJOINED FIELD SITES IN THE MOWER DATASET

B. Stage I: Data Preproccessing

In preprocessing, unique job sites are determined from the
measurement campaign by coarse filtering the raw machinery
trajectory data. At this stage in the process, it is acceptable to
label several fields from a single work episode as belonging to
one site.

A site is determined by the filtering rules listed below.
1) Periods where the PTO remains active (>= 400 r/min).

a) In scenarios where normal machinery operation is
interrupted and the operator must stop the PTO, the
data are segmented if the Euclidean distance from the
PTO stop location is greater than 40 m to the PTO
restart location. (In the recorded datasets, operators
may stop and restart the PTO during harvesting op-
erations in a field. The most common example is to
deal with blockages. This may not be representative of
all implements).

2) Machinery operation continues without stoppages (>=
120 min) between operations.

3) Machinery speeds do not exceed 8 m/s during in-field op-
eration. (In the recorded datasets, operators do not exceed
this speed during harvesting operations in a field, only on
the road between job sites. This may not be representative
of all implements).

The results of the filtered trajectories based on the policies
listed above are shown in Tables I and II.

C. Stage II: Path Removal

Once the raw machinery trajectory data have been filtered
into job sites, the algorithm moves to Stage II, Path Removal.
Fig. 3 describes the procedure; the process is divided into six
steps. Each step is labeled alphabetically and will be referred
to throughout this section. The goal of this stage is to remove
pathways between fields and isolate field geometric boundaries
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Fig. 3. Algorithm Stage II Path Removal, described in Section III-C shown as a visual. Steps are labeled alphabetically. The goal of this stage is to erode pixels
representing the off-road connecting pathways between conjoined fields and isolate field geometric boundaries. (a) Sampled Coordinate Plot Image: Filled polygon
of the job site coordinate data. Foreground pixels represent field objects. (b) Flood Fill: Holes inside the field objects are eliminated. Fig. 5 presents a detailed
version of this step. (c) Erosion and Dilation: The erosion operation removes the pathway pixels segmenting the field objects. A dilation operation is then applied
to restore field object boundary pixels that were eroded. The individual field objects are now isolated. (d) Find Field Contours: Field object pixel boundaries are
detected and labeled. (e) Label Coordinate Data: Detected boundary pixels are converted to Cartesian and overlayed onto the original job site data.

in job sites output from Stage I. This is achieved by applying a
series of morphological image operations to a sampled image of
the coordinate data.

a) Sampled Coordinate Plot Image: The coordinate data of a
site, output from Stage I, is sampled to create a binary, coordinate

plot image as illustrated in Fig. 3(a). First, the GNSS data
is mapped to a Cartesian plane using a coordinate reference
system (CRS) transformation python library [58], specifically
from latitude and longitude CRS ESPG:4326 to Cartesian CRS
EPSG:27700. Coordinate data where the vehicle is not moving
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(speed = 0) are filtered out. This is a regular occurrence in
the baler dataset where the baler stops to: tip wrapped bales;
replace used wrap or net; deal with machine blockages, or
remove obstacles from the path. Outlier coordinate points can
also occur on a GNSS cold start [59]. This scenario could arise
if power to the implement (which powered the custom ECU)
was disrupted. These are removed if they are not within 800 m
of the centroid coordinate of the site (empirically derived from
the size of job sites in the baler and mower datasets). Next,
the Euclidean distances between consecutive points (ordered by
timestamp) are calculated and defined as follows:

|pn+1 − pn| ∀ n ∈ {0, 1, 2, . . ., N − 1} (1)

where N denotes the number of coordinates measured at a site.
Consecutive points must be within 10 m of each other. Points
measured greater than 10 m from each other are classified as
discontinuous; the data are separated into distinct lists at each
discontinuity, to be processed separately for plotting. Parti-
tioning the site data into separate lists at these discontinuities
ensures that trajectory line plots are not drawn across fields.
This accounts for gaps in the GNSS data capture and filtering
errors that may arise from Stage I.

Each list is interpolated by a factor of two and are plotted
as individual lines. Next, we create a filled polygon from each
plotted line, using the matplotlib fill polygon function [60]. A
filled polygon must be closed, signifying that the polygon edges
are connected from beginning to end (i.e., edge lines start at one
point, and finish at the same point).

All sites are plotted inside a constant boundary box of 450
by 450 m. These were the largest dimensions observed in the
baler and mower datasets. The plot is saved as a. png image
with dimensions 857 × 857 pixels. The saved image includes
a padding of 22 pixels on either side. Discounting the padding,
there are 813 pixels to represent 450 m in each direction. Thus,
the pixel per meter resolution is 450/813 = 0.55 m per pixel.
0.55 m per pixel was chosen as the GNSS receiver sampling
rate was 1 Hz. This allowed the method to adequately capture
the transitions of any vehicle traveling above 2 km/hr.

The result is a filled polygon of the site coordinate data, as
illustrated in Fig. 3(a). The white pixels in the image represent
field objects. The black pixels represent the background, nonfield
regions. In the following steps, we wish to isolate these field
objects from each other by removing the field pathway pixels
connecting them.

A scenario where the operator starts a job in one field, and
finishes in another field, is shown in Fig. 4. The line segment,
necessary to close the filled polygon (from the job end point
to the start point) can be observed along the dashed red line
illustrated in Fig. 4(a). Consequently, the closing polygon edge
is drawn across several fields and the pathways between field
objects are obscured. To solve, the coordinate site data are
redefined by forcing the end point to be the same as the start
point. A solution is obtained by solving for a set of points that
provide an end-to-start path from the end to start point; the
path is then appended to the original sampled coordinate image
plotting data.

Fig. 4. (a) Example job site where PTO activation starts in one field and ends
in another field. The matplotlib fill polygon function will close the filled polygon
across the fields, as represented by the Start to End Edge. (b) End to start path
is calculated using only existing site coordinates. The path is appended to the
sampled coordinate image plotting data. The start and end point are now the
same, meaning that the closing polygon edge is not drawn across fields.

The end-to-start point path, as represented by the dashed red
line in Fig. 4(b), is calculated by first obtaining the spatial
distance matrix; a 2-D array of Euclidian distances between
all possible pairwise combinations of job site coordinates. The
distance matrix is subsequently used to create an adjacency
matrix. Points within a four meter radius of each other are
labeled adjacent. The adjacency matrix is converted into a set of
nodes, adjacent nodes are connected by edges. A shortest path
algorithm, using unweighted graph methods, is applied [61].
The calculated path is then appended to the sampled coordinate
image plotting data. The start and end points are now the same,
meaning that the closing polygon edge is not drawn across fields.

Once the sampled coordinate image is obtained, it must be
further processed to remove holes inside the field objects as
shown in Fig. 3(b).

b) Flood Fill: Flood fill [62] is an image processing tool that
assigns contiguous pixels with a new value. It can be used as a
technique to eliminate holes in binary images. Holes are defined
as black, background pixel regions enclosed by white, fore-
ground pixel regions (field objects). Holes, as seen in Fig. 3(a),
can present in field objects in two ways. Either in the data
collection process when the machinery operator must navigate
around obstacles in a field, or from the matplotlib fill polygon
function. The flood fill operation, as illustrated in Fig. 3(b), is
expanded in Fig. 5. It is necessary to fill these holes before
solving for field boundaries. Otherwise, holes inside the field
objects will be detected as field boundaries.

A designated starting pixel must be defined before starting
the flood fill process. Pixel (0, 0) is selected as the starting pixel,
its value is denoted by its color (black). The image padding
added when creating the sampled coordinate image ensures pixel
(0, 0) is part of the image background for every sampled coor-
dinate image. All pixels, interconnected with the starting pixel
by sharing the same value, are assigned a new value (white). By
flooding the interconnected background pixels, this isolates the
holes inside field objects.

Fig. 5(a) shows the original image. Note the black holes inside
the field objects. The image post flood fill is shown in Fig. 5(b),
the only remaining background regions are the field object holes.
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Fig. 5. Detailed illustration of the flood fill operation initially presented in Fig.
3(b). (a) Sampled plot coordinate image shows the field objects enclose several
holes. (b) Flood fill of the background starting at pixel (0, 0). The remaining
background regions are the holes. (c) Perform a binary image inversion, the
holes are now labeled as foreground regions. (d) Inverted image is combined
with the original image eliminating all field object holes.

Next, the image output from the flood fill operation is inverted,
as shown in Fig. 5(c). Finally, the inverted flood filled image
is combined with the original image in Fig. 5(a). The resultant
image is shown in Fig. 5(d). The erosion and dilation image
operations, to remove field object connecting pathways, can now
take place.

c) Erosion and Dilation: Erosion is a morphological image
processing technique that can be used to segment connected
image objects. Six iterations of a 2× 2 kernel (pixels) are applied
to the flood fill output presented in Fig. 3(b). The operation
segments the field objects by removing the pathway pixels in
the sampled coordinate image. In addition, the boundary pixels
of the field object are eroded. Therefore, a dilation operation
(inversion of erosion), of the same kernel size and number of
iterations, is applied to restore the field objects to their original
size. The result is illustrated in Fig. 3(c). Note that the pathways
between field objects are not restored. It may also occur that
the dilation operation does not restore all field object boundary
pixels that were previously eroded. This is likely to occur on
fields which contain tight angled corners. The impact is that
some coordinate points at the field perimeter may fall outside
the field boundaries detected in the find field contours operation,
and be mislabeled as path points.

The field objects are segmented, the algorithm can move onto
the next stage to determine the field boundaries as shown in
Fig. 3(d).

d) Find Field Contours: Contours are a curve that joins a set
of continuous pixels along a boundary that have the same pixel
value (color) [63]. Since the field objects are now disconnected,
contours can be drawn around the field object edges to represent
the field boundaries. To locate the field contours, a border
following algorithm, presented in [64], was used via OpenCV.
The output of which is illustrated in Fig. 3(d).

The pixel area of each contour polygon is obtained. This
allows the proposed algorithm to ensure that incorrectly iso-
lated regions are not designated as a false positive (over-
segmentation). The lower limit for contour area is 1000 pix-
els squared. Converting this back to Cartesian equates to 0.3
Hectares or 3000 m2. An assumption is made that a standalone
job is not taking place in a field of such a limited area. An isolated
region can arise when, for example, performing a “bulb-pattern”
turn at the headland regions when the machine finishes an
operation on a linear row. An example of a bulb turn is shown in
Section IV, in the left-hand corner of Figs. 7(c). The erosion and
dilation operation performed in Stage II, isolates the bulb turn
from the main body of the field and is detected as a potentially
different field. The contour area of the turn is, however, below
the 1000 pixels squared limit and thus, disregarded as path
coordinates.

e) Label Coordinate Data: In the final step of Stage II, the
detected field boundary pixels are converted to Cartesian. The
converted field boundary coordinates are then used to create a
set of polygons to check which machinery trajectory coordinates
points they enclose. Fig. 3(e) shows the algorithm result, the
coordinates are colored with respect to the segmented field
boundary by which they are enclosed. Coordinates not inside
a field boundary are labeled as path points and are highlighted
in black.

The next section will validate the presented method against
two machinery implement datasets, the generation of which is
described under Section III-A. To benchmark the algorithm,
the field boundaries detected by the algorithm are compared
to manually annotated field delineations.

IV. EXPERIMENTAL RESULTS

The algorithm was validated against two implemented job site
datasets. Tables I and II, discussed in Section III-B, show the
baler and mower datasets contain 21 and ten cases of conjoined
field sites, respectively. The remaining job sites contain singular
fields. Job site measurements were uploaded to Google My Maps
and the field geometric boundaries were manually delineated
by the authors to verify the contained number of fields. These
were then visually compared to the field boundaries output by
the algorithm. Two examples of hand-drawn field boundaries
for a single field and conjoined field job site are shown in
Fig. 6.

Measurements from each site were treated as unique data;
the baler and mower may have visited the same harvest site,
however, both implements will traverse the same sites differently
due to distinct implement widths and driving patterns. Historical
knowledge of geofencing sites was not considered for this study.
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Fig. 6. (a) Baler job site 23 GNSS satellite map. (b) Hand-drawn annotation
of the job site showing that there is one field. (c) Baler job site 39 site GNSS
satellite map. (d) Hand-drawn annotation of the job site showing that there are
two fields conjoined.

Any user-defined variables are set consistently throughout and
are described in Section III.

The results are presented in the form of confusion matri-
ces (CM). There are two CMs in total, one for each ma-
chinery implement dataset. Tables III and IV show the al-
gorithm performance on the baler and mower implements,
respectively.

1) True positive marks correct detection and segmentation of
a conjoined field job site.

2) True negative marks correct detection and segmentation
of a single field job site.

3) False positive marks incorrect detection and subsequent
over-segmentation of a job site.

4) False negative marks incorrect detection of a single field
job site, or under-segmentation of a conjoined field job
site.

A. Baler Field Segmentation Results

Table III shows that out of 21 conjoined field sites, all 21
are correctly detected and segmented into their individual field
geometric boundaries. There are no cases of false positives or
false negatives.

An example of the algorithm output on the baler dataset is
shown in Fig. 7. Fig. 7(b) and (d) shows the segmentation results
for a single field and conjoined field job site; these are the same
job sites presented with hand-drawn field boundaries in Fig 6.
Fig. 7(h) illustrates a three-field conjoined case. Fig. 7(f) shows

TABLE III
OVERALL SEGMENTATION CONFUSION MATRIX FOR THE BALER DATASET

TABLE IV
OVERALL SEGMENTATION CONFUSION MATRIX FOR THE MOWER DATASET

a case of a hollow conjoined field site, where the monitored
baler only processed the swathes on the edges of the fields. The
authors can only speculate that this was due to a decision to
bale the inner swathes as hay (unwrapped drier fodder), with a
separate baling implement. The algorithm can still appropriately
label the coordinates of each hollow field from the detected field
boundaries.

The minimum Euclidean distance measured between seg-
mented fields was observed in baler site 97, shown in Fig. 7(f),
at 4.5 m. This is the smallest distance between conjoined fields
which the algorithm is tested against. Fig. 7(c) shows a case
where a headland bulb turn in a field is labeled as a path. This
can be explained by the erosion and dilation operation in Stage II.
The bulb turn pixels are isolated from the main field object body
when the erosion operation is applied to the sampled coordinate
image. The bulb turn area is deemed too small by the algorithm
to be classified as a unique field, therefore, the in-field bulb turn
coordinate points are labeled as a path.

The algorithm achieves 100% accuracy on the baler dataset.
The machinery operator loops the outer perimeter for each
field enclosing the coordinate space with a uniformly separated
perimeter. Thus, valid sampled coordinate images are formed, as
shown in Fig. 3(a). This enables the remaining steps of Stage II
to function correctly. The next section reviews the performance
of the algorithm on the mower dataset.

B. Mower Field Segmentation Results

Table IV shows ten conjoined sites are correctly segmented
into their individual field geometric boundaries. Table IV also
shows there is one false negative case and one false positive case
recorded.

An example of the algorithm output on the mower dataset
is shown in Fig. 8. Fig. 8(d) shows a case where the operator
activates the PTO outside the single field site. The algorithm
correctly identifies the path points. Fig. 8(g) illustrates the
performance of the four field conjoined site used to describe
Stage II, Path Removal.

Fig. 9 illustrates the false negative case. It is labeled as such
because the algorithm does not detect a valid field on the job
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Fig. 7. Examples of the algorithm output on the Baler dataset. Segmented fields are denoted by their color. (a) Baler site 22. (b) Baler site 23. (c) Baler site 35.
(d) Baler site 39. (e) Baler site 77. (f) Baler site 97. (g) Baler site 119. (h) Baler site 135.

Fig. 8. Examples of the algorithm output on the Mower dataset. Segmented fields are denoted by their color. (a) Mower site 3. (b) Mower site 38. (c) Mower site
75. (d) Mower site 78. (e) Mower site 110. (f) Mower site 135. (g) Mower site 153. (h) Mower site 165.

site. This occurs because the operator does not complete a loop
of the outer perimeter as seen in Fig. 9(a). The product is a field
object that is not fully formed. The remaining steps of Stage II
cannot function correctly. The result is several foreground areas
that do not meet the minimum area requirement to be considered
valid fields, as seen in Fig. 9(c). Similarly, the operator does not
loop the field perimeter for the single field site shown in Fig. 10.
However, in this scenario, the job site is detected as a conjoined
field site and over-segmented by the algorithm, and thus labeled
as a false positive.

The algorithm can mislabel coordinates at the field corners
as path points; examples can be seen in the bottom right-hand
corners of Fig. 7(c) and 8(a). This can occur at the field corners
when the machinery operator takes a sharp turn. The points are
mislabeled due to unrestored boundary pixels introduced by the

erosion and dilation operation in Stage II. This problem was
identified but not pursued, as it did not affect the core objective of
the article, which was to solve for conjoined field segmentation
cases in machinery trajectory data.

Overall, the algorithm performs robustly on different ma-
chinery implementation datasets obtaining 100% and 98.84%
on a baler and mower dataset, respectively. The results have
demonstrated that the algorithm presented in this article is
suitable to solve both road-to-field and field-to-field cases.

C. Field Analysis

Baler and mower field efficiency histogram plots are shown
in Fig. 11 to illustrate the opportunity, offered by the algorithm,
to analyze job site machinery operating data at a field-level.



HARKIN et al.: FIELD-TO-FIELD COORDINATE-BASED SEGMENTATION ALGORITHM 101

Fig. 9. Algorithm false negative. (a) Mower job site coordinate measurement plot showing that the operator does not loop the field perimeter. (b) As a result, the
matplotlib fill polygon function does not form a filled polygon of coordinate data. The field object is instead indented with background regions. (c) Field object is
segmented into small foreground regions post erosion and dilation operation, Stage II. The detected field boundaries areas are too small and the result is a false
negative.

Fig. 10. Algorithm false positive. (a) Mower job site coordinate measurement plot showing that the operator does not loop the outside field perimeter. (b) Two
field objects are created post erosion and dilation operation, Stage II. (c) Algorithm detects two field boundaries.

The histogram plots compare field efficiency calculations for
four job sites presegmentation, to the individual fields post-
segmentation. Epochs were defined by extracting timestamps
from the labeled fields coordinates output by the algorithm. The
algorithm described in Moreira et al. [45] was then applied to
obtain the area of the conjoined fields and of the segmented
fields. Baler and mower operation variables were then averaged
over area to examine field output and machinery performance.
Each histogram measures: Area measured in hectares, bales per
hectare (BPH), time per hectare (TPH) measured in minutes, and
fuel per hectare (FPH) measured in litres. (1 hectare is equivalent
to 10 000 square meters). The blue bars represent the original
conjoined field data and the orange, green, and red bars represent
each segmented field’s data.

Fig. 11(a) and (b) illustrates baler field efficiency analysis
plots for job sites 39 and 119. The plots show that by
segmenting sites into individual fields, a finer resolution of
analysis is achieved highlighting that the number of bales
produced is proportional to the fuel and time consumed. For
example, in the field 1 of site 39, bales are made at a rate of
27 BPH, while in field 2, the machine produced 22 BPH. The
differences productivity here may be due to crop quality or
fertilizer applied in the field, etc.

In terms of the mower, Fig. 11(c) and (d) presents analysis for
sites 75 and 135. In general, these graphs show less variability

between field splits. This can be explained by mower operation
which generally runs into fewer stoppages and does not require
in-field changes of consumables, which frequently occur in
combi-baling.

The histogram plots presented showcase the advantages of
using the proposed algorithm. The plots can be used to inform the
machinery operator and farmer which fields had higher yields;
took more time; consumed more fuel. The land owner can also
utilize this information to for example better prepare for the next
harvest.

V. CONCLUSION

This article presents a field-to-field coordinate-based segmen-
tation algorithm to delineate implement associated agricultural
machinery trajectory data into farmland geometric boundaries.
The algorithm was evaluated on two unique georeferenced time
series implement datasets, containing a mixture of 296 road-to-
field and 31 field-to-field segmentation cases. All measurements
were obtained by monitoring a machinery contractor throughout
the 2020 grass silage harvesting season. The results show that the
proposed algorithm registers an accuracy of 100% and 98.84%
on a baler and mower datasets, respectively. To the best of
the authors’ knowledge, examples of field-to-field conditions
solved in this article have not been addressed in the current
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Fig. 11. Baler and mower field efficiency histogram plots. Each histogram compares statistics based on the overall job site (conjoined fields) versus statistics
based on the individual, segmented fields. The plots indicate that by segmenting machinery coordinate and sensor data from a conjoined site into individual fields,
differences in productivity and inputs consumption across fields can be identified. (a) Baler site 39 field analysis. (b) Baler site 119 field analysis. (c) Mower site
75 field analysis. (d) Mower site 135 field analysis.

coordinate-based field segmentation literature. Within the liter-
ature, remote sensing methods offer similar delineation metrics,
however, these techniques are neither cost-effective or accessible
to farmers with small holdings. Coordinate-based solutions, like
the one presented in this article, offer a practical solution to field
boundary mapping on account of the technology and the cost of
the equipment used; a negligible expense when compared to the
price of implements or tractors.

The impact of this article is a novel coordinate-based solution,
requiring only GNSS data and a machinery implement switch
sensor, to provide a robust and accurate technique to boundary
delineation of a field; without the use of machine learning
methods. Future work will include testing this algorithm on data
obtained from additional agricultural vehicle trajectory datasets,
with a larger variety of implements and self-propelled machin-
ery. Further performance-based analysis may be conducted,
to investigate the unscheduled stoppages within segmented
sites.
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